
„Aurel Vlaicu” University of Arad, Faculty of Engineering, 
Scientific and  Technical  Bulletin  Series: Electrotechnics, Electronics, Automatic Control and 

Computer Science, Vol. 2, No. 1, 2005, ISSN 1584-9198 
„Aurel Vlaicu” University of Arad 

Faculty of Engineering 
 
 
 
 
 
 
 
 
 

Scientific and Technical 
Bulletin 

 
 
 
 

Series: Electrotechnics, Electronics, 
Automatic Control and Computer Science 

 
 
 
 
 
 
 
 
 

Vol. 5, No. 4, 2008 
 

1 

ISSN 1584-9198 



Scientific and  Technical  Bulletin  Series: Electrotechnics, Electronics, Automatic 
Control and Computer Science, Vol. 5, No. 4, 2008, ISSN 1584-9198 

 
Honorary Editor: 
Lotfi A. Zadeh – University of California, Berkeley (SUA) 
 
Editor-in-Chief 
Valentina E. Balaş – „Aurel Vlaicu” University of Arad 
(Romania) 
 
Editorial Board: 
Jair Minoro Abe – Instituto de Ciências Exatas e Tecnologia, 
São Paulo (Brazil) 
Marius M. Balaş – „Aurel Vlaicu” University of Arad (Romania) 
Nicolae Budişan – Politehnica University of Timişoara (Romania) 
Chihab Hanachi – IRIT Laboratory, University Toulouse (France) 
Cornel Barna – „Aurel Vlaicu” University of Arad (Romania) 
Mircea Ciugudean – Politehnica University of Timişoara (Romania) 
Mihaela Costin – Romanian Academy, Computer Science 
Institute, Iaşi (Romania) 
Sheng-Luen Chung – NTUST Taipei (Taiwan) 
Radu Dogaru – Politehnica University of Bucharest (Romania) 
Toma L. Dragomir – Politehnica University of Timişoara (Romania) 
Jean Duplaix – Université du Sud Toulon-Var, Toulon (France) 
Michael C. Fairhurst – University of Kent (UK) 
Florin Filip – Romanian Academy (Romania) 
Janos Fodor – Budapest Tech (Hungary) 
Voicu Groza – University of Ottawa (Canada) 
Hacene Habbi – University of Boumerdès (Algier) 
Jan Jantzen – Technical University of Denmark, Kongens 
Lyngby  (Denmark) 
Lakhmi C. Jain – University of South Australia Adelaide 
(Australia) 
Laszlo T. Koczy – University of  T. E., Budapest and S. I. 
University Győr (Hungary) 
Chung-Hsien Kuo – NTUST Taipei (Taiwan) 
Veljko Milutinovic – University of Belgrade (Serbia) 
Costin Miron – Technical University Cluj-Napoca (Romania) 

 2 



Scientific and  Technical  Bulletin  Series: Electrotechnics, Electronics, Automatic 
Control and Computer Science, Vol. 5, No. 4, 2008, ISSN 1584-9198 

Dorothy N. Monekosso – Kingston University, Kingston upon 
Thames (UK) 
Valentin Müller – „Aurel Vlaicu” University of Arad (Romania) 
Kazumi Nakamatsu – University of Hyogo (Japan) 
Viorel Nicolau – Dunărea de Jos University of Galaţi (Romania) 
Onisifor Olaru – „Constantin Brancussy” University, Tg.-Jiu 
(Romania) 
Stephan Olariu – Old Dominion University, Norfolk (U. S. A.) 
Emil Petriu – University of Ottawa (Canada) 
Octavian Proştean – Politehnica University of Timişoara 
(Romania) 
Felix Riesco-Pelaez – University of León (Spain) 
Daniela E. Popescu – University of Oradea (Romania) 
Dumitru Popescu – Politehnica University of Bucharest 
(Romania) 
Ales Prochazka – Institute of Chemical Technology Prague 
(Czech Republic) 
Sahondranirina Ravonialimanana – Universite de Fianarantsoa 
(Madagascar) 
Anca Ralescu – University of Cincinnati (U. S. A.) 
Dan Ralescu – University of Cincinnati (U. S. A.) 
Imre Rudas – Budapest Tech (Hungary) 
Rudolf Seising – European Centre for Soft Computing, Mieres, 
(Spain) 
Kostas Sirlantzis – University of Kent (UK) 
Tiberiu Spircu – „Carol Davila” University of Medicine and 
Pharmacy, Bucarest (Romania) 
Michio Sugeno – Doshisha University, Kyoto (Japan) 
Horia Nicolai Teodorescu – „Gheorghe Asachi” Technical 
University Iaşi (Romania) 
Mohamed Tounsi – Prince Sultan University, Riyadh  (Saudi 
Arabia) 
Annamaria Varkoniy-Koczy – BUTE Budapest (Hungary) 
Mircea Vlăduţiu – Politehnica University of Timişoara 
(Romania) 
Djuro G. Zrilic – New Mexico Highlands University (U. S. A.) 

 3



Scientif
Contro

ic and  Technical  Bulletin  Series: Electrotechnics, Electronics, Automatic 
l and Computer Science, Vol. 5, No. 4, 2008, ISSN 1584-9198 

Mehdi Roopaei, Shiraz University, Iran 
Marius Buzera – Colegiul Tehnic „Gheorghe Magheru”, Tg.-Jiu 
(Romania) 
 
Editorial Manager 
 
Marius Buzera – Colegiul Tehnic „Gheorghe Magheru”, Tg.-Jiu 
(Romania) 
 

Aims & scope 
 

The Electrotechnics, Electronics, Automatic Control and 
Computer Science series of the Scientifical and Technical 
Bulletin of the „Aurel Vlaicu” University of Arad will devote it 
self to the dissemination of the original research results, 
technical advances and new items in Electrical and Computers 
Engineering and in Knowledge Engineering. 

The team of the Automate Control and Applied Software 
Department of the above denominated academic institution is 
intending to build mutual benefic interactions with researchers 
and institutions in the field. 
  

Published 4 times a year   
 

All papers are refereed through a double blind process. A 
guide for authors, sample copies and other relevant information 
for submitting papers are available at http://uavsb.xhost.ro 
 

Please send the submitted paper via e-mail to: 
Dr. Valentina E. Balas 

http://www.drbalas.ro/uav_scientific_bulletin.htm 
 

ISSN 1584-9198 
 
 
 

 4 



Scientific and  Technical  Bulletin  Series: Electrotechnics, Electronics, Automatic 
Control and Computer Science, Vol. 5, No. 4, 2008, ISSN 1584-9198 

Table of Contents 
 
MODELLING THE LONGITUDINAL MOTION OF 
AN AIRCRAFT...............................................................................7 
Valentina E. BALAS, Marius M. BALAS 
 
APPLYING THE CONSTANT TIME TO 
COLLISION CRITERION IN SWARM SYSTEMS 15 
Valentina E. BALAS, Marius M. BALAS 
 
A NEW HEBBIAN-TYPE METHOD FOR SOFT 
DECISION METHOD.............................................................. 27 
Cornel BARNA 
 
THE PHASES OF AUTOMATIC 
CLASSIFICATION OF VEGETAL PRODUCTS 
THROUGH MACHINE VISION TECHNIQUES..... 35 
Marius BUZERA, Lucian GAL, Zorela REBEDEA 
 
FORMALIZATION OF POINT OF VIEW BY THE 
FUZZY SET THEORY............................................................ 45 
Solo RANDRIAMAHALEO, RAFILIPOJAONA, Sahondra 
RAVONIALIMANANA  
 
 
 
 
 
 
 

 5

 
 
 
 



Scientific and  Technical  Bulletin  Series: Electrotechnics, Electronics, Automatic 
Control and Computer Science, Vol. 5, No. 4, 2008, ISSN 1584-9198 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 6 



Scientific and  Technical  Bulletin  Series: Electrotechnics, Electronics, Automatic 
Control and Computer Science, Vol. 5, No. 4, 2008, ISSN 1584-9198 

Valentina E. BĂLAŞ  

 7

„Aurel Vlaicu” University of Arad, 
Engineering Faculty  
Bd. Revoluţiei nr. 77, 310130, Arad, 
Romania  
E-mail: balas@inext.ro  
 
 
 
 
 

 
Marius M. BĂLAŞ  
„Aurel Vlaicu” University of Arad, 
Engineering Faculty  
Bd. Revoluţiei nr. 77, 310130, Arad, 
Romania  
E-mail: marius.balas@ieee.org  
 
 
 
 
 

 
MODELLING THE LONGITUDINAL 
MOTION OF AN AIRCRAFT  
 
 
NOTE: This paper was presented at the International 
Symposium “Research and Education in an Innovation Era”, 
Engineering Sciences, November 20-21, 2008, "Aurel Vlaicu" 
University of Arad, Romania 
 
 
 



Scientific and  Technical  Bulletin  Series: Electrotechnics, Electronics, Automatic 
Control and Computer Science, Vol. 5, No. 4, 2008, ISSN 1584-9198 

 
 
ABSTRACT:  
 
The paper is making a short introduction into the field of the 
aircraft modeling. A basic aircraft model is build, aiming to 
obtain a simulation platform for different related control 
algorithms and for further studies on the switching controllers 
effects in avionics. A Matlab-Simulink implementation is 
provided. 
 
 
KEYWORDS:  
 
switching controllers, mathematical model, state space. 
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INTRODUCTION 
 

The Stability and the Control of the airplanes was a key 
issue from the very beginning of the aviation. A great step 
forward in the field was the introduction of the automatic pilot 
(robot pilot, autopilot). The initial purpose of an autopilot was to 
replace the human pilot during cruise modes. They are expected 
to perform more rapidly and with greater precision than the 
human pilot and to make the aircraft fly in the same manner as a 
highly trained pilot: smoothly and with no sudden and erratic 
maneuvers. The modern autopilots are implemented by complex 
digital computers and they are able to stabilize the aircraft, 
protect the aircraft from undesirable maneuvers, and realize 
automatic landings. 

Although at the first glance the reliability of the digital 
computers seem to be indubitable, in particular circumstances, 
the perturbations produced when switching between automate 
pilot and manual pilot may cause sudden and erratic instabilities 
that can cause fatal airplane crashes. Official and reliable reports 
on such accidents are not easy to find, but it is unanimously 
accepted that the on-line switching of two different controllers 
may produce uncontrollable transient regimes and even 
destabilizations. 

In some previous papers we investigated the Switching 
Controllers Instability (SCI) for the case of some second order 
plants. The objective of this paper is to choose an appropriate 
mathematical model of an aircraft, that could stand for a 
simulation support, in further studies on control algorithms and 
on the switching controllers effects in avionics. 
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MATHEMATICAL MODELS FOR AIRCRAFTS 
 

The first mathematical model of an aircraft was proposed 
by G.H. Bryan, in a fundamental early book: Stability in 
Aviation, 1911. Bryan’s model is a system of 6-degrees-of-
freedom equations that are still in use for the computer 
simulation of the most advanced of today’s aircrafts, with some 
supplementary developments needed for the airplane control [1]. 
An interesting fact about the Brian’s model is that his 
simplifying assumptions, which are affecting the model’s 
accuracy for the subsonic aircrafts, are more suitable for the 
supersonic aircraft models.  
 

 
Figure 1. The Brian’s aircraft parametrical model 

 
Starting from this model, that offers a structural view of 

the aircraft’s dynamics, off-line or on-line accurate experimental 
models can be obtained. 
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An on-line identification was communicated in Ref. [2]. 
The identified aircraft is an L-410 Turbolet, manufactured by the 
Czech aircraft manufacturer LET. L-410 is a twin engine short-
range transport aircraft (see Fig. 2).  

The state vector that was used for the aircraft longitudinal 
motion modeling contains four state variables: aircraft velocity 
v, angle of attack α, pitch angle φ and derivative pitch angle φ’. 
The control vector contains only one input variable: the elevator 
angle δ. 

 
Figure 2. The L-410 Turbolet 

 
It was used a linear model: 

 
X' = Ф(X) + Г(U)                     (1) 

 
where Ф  is the plant matrix (n x n), Г the control matrix (n x r), 
X the state vector (n x 1) and U the control vector (r x 1). 

The state vector and the control vector are the following:  
 
  X = [ v  α  φ  φ’ ] T                    (2) 
  U = [ δ ] T           (3) 
 

The final result of the identification, after n = 21 data 
measurements (t = 2.0 s), using a Matlab implemented version of 
the classic least squares method [3] is the following: 
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      9.5079e-001  3.4779e+001  -1.7931e+001  -1.4134e+001  -1.3064e+001 
[Ф21 , Г21] =   3.8000e-004   8.2254e-001    3.3844e-002    9.5337e-002   -1.4376e-002             (4) 
    -1.5513e-004   9.8492e-002    9.3600e-001    6.8752e-002   -2.7441e-002 
     3.3045e-004   1.5789e-001   -2.5812e-001    6.4224e-001   -5.3852e-001 
 
 
A SIMULINK IMPLEMENTATION 
 

The previous mathematical model is implemented in 
Simulink-Matlab as shown in Fig. 3. This deployed version is more 
complicate that the state-space model, but has the advantage of a 
transparent and complete control of the initial values of the state 
variables. 

4

f' 
[r

a
d

/s
]

3

f 
[r

a
d

]

2

a
 [

ra
d

]

1

v 
[k

m
/h

]

0

f0
 [

ra
d

]1

0

f'0
 [

ra
d

]

0

a
0

 [
ra

d
]

2
2

0
V

0
 [

km
/h

]
T

e
st

S
a

tu
ra

ti
o

n
3

S
a

tu
ra

ti
o

n
2

S
a

tu
ra

ti
o

n
1

S
a

tu
ra

ti
o

n

1 s
x o

In
te

g
ra

to
r3

1 s
x o

In
te

g
ra

to
r2

1 s
x o

In
te

g
ra

to
r11 s

x o

In
te

g
ra

to
r

[f
d

]

G
o

to
3

[f
]

G
o

to
2

[a
]

G
o

to
1

[v
]

G
o

to

0
.0

0
0

3
8

G
a

in
9

0
.5

3
8

5

G
a

in
8

-0
.0

2
7

4
4

G
a

in
7

0
.0

1
4

3
7

G
a

in
6

1
4

.1
3

4

G
a

in
5

3
4

.7
7

9 G
a

in
4

1
7

.9
3

1 G
a

in
3

0
.6

4
2

2

G
a

in
2

0

0
.9

5
0

8

G
a

in
2

0
.2

5
8

1

G
a

in
1

9

0
.1

5
7

9

G
a

in
1

8

0
.0

0
0

3
3

G
a

in
1

7

0
.0

6
8

7
5

G
a

in
1

6

0
.9

3
6

G
a

in
1

5

0
.0

9
8

4
9

G
a

in
1

4

0
.0

0
0

1
5

5

G
a

in
1

3

0
.0

3
3

8
4

G
a

in
1

2
0

.0
9

5
3

4

G
a

in
1

1

0
.8

2
2

5

G
a

in
1

0

3
.6G
a

in
1

1
3

.0
6

4

G
a

in

[f
d

]

F
ro

m
3

[f
]

F
ro

m
2

[a
]

F
ro

m
1

[v
]

F
ro

m

u
/3

.6

F
cn

1

1 d

Fi
gu

re
 3

. T
he

 a
irc

ra
ft 

lo
ng

itu
di

na
l m

ot
io

n 
Si

m
ul

in
k 

m
od

el
 

 12



Scientific and  Technical  Bulletin  Series: Electrotechnics, Electronics, Automatic 
Control and Computer Science, Vol. 5, No. 4, 2008, ISSN 1584-9198 

360

V [km/h]

-0.01735

Pitch [rad]

PID

PID Controller

0

Imposed pitch

0.04166

F [rad/s]

d

v  [km/h]

a [rad]

f  [rad]

f ' [rad/s]

Aircraft

0.05246

A [rad]

 
Figure 4. The control of the pitch by the elevator angle 
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Figure 5. A simulation result 
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This model can be used now for testing different control 
algorithms. A simulation result is shown in Fig. 5. 

The main advantages of this model are the simplicity, the 
linearity and the accuracy for the given identification conditions. 
It is adapted for the real-time identification of the specific steady 
flight regimes. 

On the other side its nature is synthetic: no information 
about the physical structure of the airplane system is included. 
Although the state variables are physical parameters, they are not 
able to catch the nonlinear functionality of the system. That is 
why this model can be hardly used outside of its context.  
 
 
CONCLUSIONS 
 

The paper is presenting a deployed continuous time 
version of a state-space mathematical model of the longitudinal 
motion of an L-410 airplane.  
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ABSTRACT:  
 

The paper is making a short introduction into the field of 
the swarm intelligent robots and is proposing a new approach 
for the self-organizing swarms, based on the criterion of the 
constant time to collision. This criterion is imposing an optimal 
distance between moving particles, such way that the times to 
collision between particles are constant, for any speed. The same 
time to collision is imposed to the whole swarm. The imposed 
time to collision and therefore the distance gaps between the 
particles can be adjusted. Such way each member of a moving 
swarm can find by itself a position that is optimizing the 
structure and the dimensions of the swarm, according to its 
speed. A simulation is provided for a simple case: the Indian 
run. 
 
 
KEYWORDS:  
 
Swarm intelligent algorithms, particle swarm optimization, 
constant time to collision criterion.  
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INTRODUCTION.  
THE SWARM INTELLIGENCE 
 

The Swarm Intelligent paradigm (SI) [Kennedy and 
Eberhart 2001, Clerc 2006] is inspired from the social dynamics 
and emergent behavior that arise in socially organized colonies. 
The importance of such a concept in the control theory is linked 
to the idea of the colonies of robots [1], [2], etc. The aim is to 
replace an individual exploring, working or fighting robot 
(which is complicate, expensive, and exposed to different failure 
mechanisms) with a group of much smaller robots (simple, 
cheap, replaceable), that will act in a self-organized way, 
inspired by social behavior patterns of organisms that live and 
interact within large groups. A mathematical concept that is sup-
porting this approach is the Particle Swarm Optimization 
algorithm (PSO), which may incorporate swarming behaviors 
observed to birds, fish, bees, ants and even human social 
behavior [1], [3], [4]. Our purpose is to introduce in swarm 
systems an optimization criterion that was previously used in the 
Automate Cruse Control: the Constant Time to Collision 
(CTTC). 
 
 
AN INTRODUCTION INTO THE PARTICLE 
SWARM OPTIMIZATION 
 

PSO is learning algorithm, exploiting a population of 
individuals to probe promising regions of the search space. In this 
context, the population is called swarm and the individuals are called 
particles. Each particle moves with an adaptable velocity within the 
search space, and retains a memory of the best position it ever 
encountered. In the global variant of PSO, the best position ever 
attained by all individuals of the swarm is communicated to all the 
particles. In the local variant, each particle is assigned to a 
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topological neighborhood consisting of a prespecified number of 
particles. In this case, the best position ever attained by the particles 
that comprise the neighborhood is communicated among them [4]. 

Assume a D–dimensional search space, S ⊂ ℜD, and a 
swarm consisting of N particles. The i–th particle is in effect a 
D–dimensional vector Xi = (xi1, xi2, … ,  xiD)T∈ S. The velocity of 
this particle is also a D–dimensional vector, Vi = (vi1, vi2, … ,  
viD)T∈ S. The best previous position encountered by the i–th 
particle is a point in S, denoted by Pi = (Pi1, Pi2, … ,  PiD)T∈ S. 
Assume gi to be the index of the particle that attained the best 
previous position among all the particles in the neighborhood of 
the i–th particle, and t the iteration counter. Then, the swarm is 
manipulated by the following equations [5]: 
 
Vi(t + 1) = χ [wVi(t) + c1 r1 (Pi(t) - Xi(t)) + c2 r2 (Pgi (t) - Xi(t))],    (1) 
 
Xi(t + 1) = Xi(t) + Vi(t + 1),                                                                (2) 
 
where i = 1, … , N; c1 and c2 are two parameters called cognitive 
and social parameters respectively; r1, r2, are random numbers 
uniformly distributed within [0, 1], and gi is the index of the particle 
that attained either the best position of the whole swarm (global ver-
sion), or the best position in the neighborhood of the i–th particle 
(local version). The parameters χ and w are called constriction factor 
and inertia weight respectively, and they are used as mechanisms for 
the control of the velocity’s magnitude, corresponding to the two 
main PSO versions. The value of the constriction factor is derived 
analytically [5]. On the other hand, the inertia weight, w, is computed 
empirically, taking into consideration that large values encourage 
global exploration, while small values promote local exploration. 
According to a rule of thumb, an initial value of w around 1.0 and a 
gradual decline towards 0 is considered a proper choice. In general, 
the constriction factor version of PSO is faster than the one with the 
inertia weight, although in some applications its global variant suffers 
from premature convergence. Regarding the social and cognitive 
parameter, the default values c1 = c2 = 2 have been proposed. The 
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initialization of the swarm and the velocities is usually performed 
randomly and uniformly in the search space, although more 
sophisticated initialization techniques can enhance the overall 
performance of the algorithm [4]. 
 
 
THE CONSTANT TIME TO COLLISION 
CRITERION 
 

As shown before, swarm systems may be abstractized 
and used in automate learning. In this paper we will come back 
to the original sense of the concept: swarm system = a group of 
interacting automobile objects. Our goal is to find an algorithm 
that is able to optimize the swarm movements, by minimizing 
the distance between individuals, with respect to a common 
collision risk. The first step in this direction is to investigate one 
of the simplest swarm models: the Indian run. The Indian run 
may be observed in nature at many species of ants, birds, or 
mammals (elephants for instance), as well as in different social 
activities, namely in sports: cycling, athletics, etc. We will 
associate the Indian run to a concept belonging to the Automate 
cruise control: the Constant Time to Collision (CTTC) criterion 
[6], [7]. TTC is the time before two following cars (Car2 is follow-
ing Car1) are colliding, assuming unchanged speeds of both vehicles: 
                          

12

21

vv
dTTC
−

=                                          (1) 

where v1 and v2 are the speeds of the vehicles and d21 the 
distance gap between them. 

CTTC consists in imposing stabilized TTCs by means of 
the Car2 cruise controller. The on-line TTC control is not 
convenient because when the two cars have the same speed the 
TTC’s denominator is turning null: v2 - v1= 0. That is why CTTC 
must be implemented off-line, with the help of di(v2) mappings 
(fig. 1). The CTTC implementation by di(v2) distance-gap planners 
is possible because a distance gap planner using TTC will produce 

 19
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CTTC. We studied this method by computer simulations, using a 
Matlab-Simulink model of the tandem Car1-Car2 [6].  
 

 
 
 
 
 

Fig. 1. di(v2) mappings 
for three different 

TTC 
 

 
 
 
 
The distance-gap planners are designed by means of a 

computer simulation, as follows. The simulation scenario con-
sists in braking Car1 until the car is immobilized, starting from a 
high initial speed. A TTC controller is driving the Car2 
traction/braking force such way that during the whole simulation 
TTC is stabilized to a desired constant value. The continuous 
braking allow us to avoid the v2-v1=0 case. We will use the 
recorded d mapping as the desired di(v2) planner for the given 
TTC. The Fig. 1 planners are determined for three TTC values: 
4s, 7s and 10s. The Fig. 2 is presenting the computer model. 

Applying CTTC brings two obvious advantages: 
- a constant collision risk for each vehicle involved; 
- the possibility to control the traffic flow on extended road 
sections, if each vehicle will apply the same TTC that is 
currently recommended by the Traffic Management Center: a 
long TTC means low traffic flow and higher safety while a short 
TTC means high traffic flow and higher risk. 
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Fig. 2. A cruise control system with distance controller and CTTC di(v2) planner 
 
 
A CTTC PLATOON SIMULATION 
 

 
The following Simulink-Matlab model allows us to 

simulate the behavior of a CTTC platoon, running in Indian style 
(see Fig. 3). The elements of the platoon are five identical cars, 
the first one driven by a driver. Each car is provided with a PID 
distance controller that is following as close as possible the 
imposed distance di(v), and therefore the imposed TTC. The 
imposed TTC is variable: 10s for the first 200 seconds of the 
simulation and 7 s for the last 120 seconds, linked by a ramp 
transition. All the cars are starting from the same spot. 

The speed of the first car, Car1, is presented in Fig. 4. 
The distances between the cars and the overall length of the 
platoon are presented in fig. 5. One can easily observe the 
continuous variation of the platoon’s length: 
a) with the speed (for the first 200s), and  
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b) with the imposed TTC (for the last 220s).  
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Fig. 6 is showing the initialization of the platoon, which is 
perfectible.  

The simulation is illustrating the simplest case of a 
swarm movement: the longitudinal drive. The next stages of this 
research should extend the method for the 2D and 3D cases, and 
refine the control algorithms, that will improve the dynamics of 
the platoon. 
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Fig. 4. The speed of the first car 

Fig. 5. The distances between cars and the length of the platoon 
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CONCLUSIONS 
 

The constant time to collision criterion can stand for an 
optimization method for moving swarm systems. The particles 
must preserve an optimized distance with their neighbors, such 
way that the time to collision is constant and adjustable for all 
the swarm. The distances between particles are continuously 
adapted to the actual speed and the dimensions of the swarm are 
minimized. In the same time, the collision risk, that depends of 
the imposed time to collision is evenly distributed. The method 
is illustrated by a simulation of an 5 automobiles platoon. 
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Fig. 6. The initialization of the platoon 
 
 
 
 

 24



Scientific and  Technical  Bulletin  Series: Electrotechnics, Electronics, Automatic 
Control and Computer Science, Vol. 5, No. 4, 2008, ISSN 1584-9198 

 25

 
 
REFERENCES 
 
[1] G. Lefranc. Des colonies de robots : un nouveau défi. Session 
plénière, Conférence Internationale Francophone d’Automatique 
CIFA 2008, Bucarest, Septembre, 2008.  
[2] J.C.  Braly. The Development of a Low-Cost and Robust 
Autonomous Robot Colony Using LEGO® Mindstorms™. MS 
thesis, North Carolina State University, Raleigh, 2003. 
[3] Hongbo Liu, Ajith Abraham. An Hybrid Fuzzy Variable 
Neighborhood Particle Swarm Optimization Algorithm for 
Solving Quadratic Assignment Problems. Journal of Universal 
Computer Science, vol. 13, no. 9 (2007), 1309-1331.  
[4] K.E. Parsopoulos, E.I. Papageorgiou, P.P. Groumpos, M.N. 
Vrahatis.  A First Study of Fuzzy Cognitive Maps Learning 
Using Particle Swarm Optimization. Proc. of the IEEE 2003 
Congress on Evolutionary Computation, Canberra, 
http://www.math.upatras.gr/~kostasp/ papers/ cec03a.pdf. 
[5] M. Clerc and J. Kennedy. The particle swarm–explosion, 
stability, and convergence in a multidimensional complex space. 
IEEE Transactions on  Evolutionary  Computation, 6(1), pp. 58–
73, 2001. 
[6] M. Balas, V. Balas, J. Duplaix. Optimizing the Distance-Gap 
between Cars by Constant Time to Collision Planning. Proc. of 
IEEE International Symposium on Industrial Electronics ISIE 
2007, June 2007, Vigo, pp. 304-309. 
[7] M.M. Balas, V.E. Balas. Constant Time to Collision 
Platoons. International Journal of Computer Communications & 
Control, ISSN 1841-9836, E-ISSN 1841-9844, vol. III (2008), 
Suppl. issue: Proceedings of ICCCC 2008, pp. 33-39, 15-17 Mai, 
2008, Oradea, Romania. 
 
 
 
 



Scientific and  Technical  Bulletin  Series: Electrotechnics, Electronics, Automatic 
Control and Computer Science, Vol. 5, No. 4, 2008, ISSN 1584-9198 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 26



Scientific and  Technical  Bulletin  Series: Electrotechnics, Electronics, Automatic 
Control and Computer Science, Vol. 5, No. 4, 2008, ISSN 1584-9198 

Cornel BARNA  
„Aurel Vlaicu” University of Arad, 
Engineering Faculty  
Bd. Revoluţiei nr. 77, 310130, Arad, 
Romania  
E-mail: barnac@rdslink.ro  
 
 
 
 
 

 
 
 
 
 
 
 
A NEW HEBBIAN-TYPE METHOD FOR 
SOFT DECISION METHOD 
 
 
 
NOTE: This paper was presented at the International 
Symposium “Research and Education in an Innovation Era”, 
Engineering Sciences, November 20-21, 2008, "Aurel Vlaicu" 
University of Arad, Romania 
 
 
 
 
 
 
 
 

 27
 



Scientific and  Technical  Bulletin  Series: Electrotechnics, Electronics, Automatic 
Control and Computer Science, Vol. 5, No. 4, 2008, ISSN 1584-9198 

 
 
ABSTRACT:  
 
This article presents an information decision method for 
information provided by a recognition system composed by two 
video cameras and two infrared cameras. From each of the 
video and infrared cameras systems, geometric characteristics 
are obtained which in are used information fusion. The decision, 
for determining the label of the object captured in the images is 
made using a hard type method and a soft type rule by 
considering an original algorithm based on a modified Hebb-
law. 
 
KEY WORDS:  
 
Hebb-law, hard decision method, soft information 
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INTRODUCTION 
 

The complexity of the captured images, and the 
numerous parameters that can influence the localization and 
recognition in images determined the appearance of numerous 
articles, which propose a vast number of methods [1, 2]. One 
issue of this subject is to improve the rate of correct recognition 
using information fusion. It was proposed numerous fusion 
methods, each having advantages in different situations. But in 
the end it must be made a decision to relate or not the unknown 
object with one prototype or cluster. It can be use a hard decision 
in which every input has a well definite value, or for improving 
the correct labeling process it can be made a decision, not only 
on one information fusion results, but based on a set of 
information fusion, which can be adaptive. This means that the 
decision can be computed taking in relation different types of 
fusion, hopefully having different theoretically fundaments and 
the importance of every fusion method on the result can be based 
on the past experience. Applying this point of view it can be 
obtained an adaptive algorithm. 
 
 
DECISION METHOD 
 

The decision which is determined in this article is used 
for establishing recognition of an object, using a video and an 
infrared camera set. From the geometrical characteristics 
obtained by processing the images, a set of information fusions 
are determined. The algorithms use for obtaining the results are: 
heuristic fusion, fuzzy fusion and reinforce fusion [3, 4] denoted 
respectively with μi (i   {E, F, C}). This fusion results are fuzzy 
numbers, having more accurate information contains. The reason 
of using these methods is based on the different theoretical 
fundaments of these information fusions. 
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Taking a decision implies a set of inputs, a method and an 
output which usually is a binary type number, meaning the 
acceptance or not of the decision. The inputs can be crisp 
numbers, which determine a specific method, like voting, 
median result or average determination. The problems with this 
type of inputs are that is a rigid one, information being lost in the 
process of inputs determination, (like the fusion results in this 
experiment).  In the case of using soft decision methods, it can 
be conserved the entire information of the inputs by including 
both the value and the membership value obtained from the 
fusion process. In our experiments, for evaluation, we used a 
hard decision method and a soft adaptive method  
 
2.1. Hard method  
 

This method is based on majority type decision. First, the 
three information fusion results are convert to crisp numbers Di 
by comparing the membership of this values μi (i   {E, F, C}) to 
a threshold θ, (which is usually ½). The final decision is 
obtained using the relation (1). 

1  card (Di = 1) {2;3} 
0   card (D  = 1) {0;1}                   D

i
H =                                                        (1) {

where DH represents the hard type of decision. 
 
2.2. Soft method 
 

The soft decision is based on a reverse type of approach. 
First is made the decision, and only in the end is determined the 
crisp result. That means that is used of the weigh sum of the 
fusion results memberships, as is presented in relation (2). 
 

  (2) 
⎩
⎨
⎧

<⋅+⋅+⋅
≥⋅+⋅+⋅

=
θμμμ
θμμμ

CFE

CFE
S cba

cba
D

(|0
(|1

 
where a,b,c [0;1] are the weigh constants, and the following 
relation must be satisfied: a+b+c=1 
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Similar to the method used in hard decision, θ, is a 
threshold applied for obtaining the crisp number. Usually, is 
used a value = ½., which corresponds to the maximum 
uncertainty [6]. 

The weigh constants are obtained by an iterative method, 
by tuning these values using a learning process based on 
comparing the obtain result with the real situation. Soft decision 
can be obtained using another method for determining the 
constants, based on Hebb type learning. This procedure applied 
in artificial neural networks, is based on the reinforcement of the 
most used constants. 

In this case is used the following relation (3) (see [5]): 
 
                  wij = α   yj   xi - φ   yj   wij                                        (3) 
 
where xi , yj is the i input and respectively j output, wij is the 
weight of mutual connection, and α , φ represents the learning 
and respectively the forgetting constant used in the learning 
process The new relation proposed in this article is: 
 

                                                                                               (4) 
ii

t
i Dcoef εφα ⋅−⋅=Δ

 
where i   {E, F, C}, 
and 
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                                   = t
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The constants a, b and c are obtained by updating at t+1 
period of time the previous constants used in moment t. Also it 
must be done a normalization operation in order to maintain the 
constants sum equal with one. 

In order to obtain the constant a, by applying this new 
method, it will be used the following relation 
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                                                                  (5) 
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where 
 
                    at+1 = a +  at                                                         (6) 
 

Constants b and c are obtained using similar relations. 
Similar with the original Hebb artificial neural network 

method the learning and the forgetting constants will take the 
following values  α = 0,1, respectively φ = 0,01,which had be 
proved to conduct to the best results in the testing process. 

It must be observed that even if in this article the two 
above mention constraints have kept the original names from the 
Hebb method, in this new relations, it have different meaning, 
adapted to the decision process. Thus, the α constant is used to 
weight the right decision, increasing the influence of the 
specified fusion method. Similar, the φ constant is used to 
decrease the weight of the fusion method, reflecting the 
influence on the result of the errors. 
 
 
CONCLUSIONS 
 

For images recognition we have proposed a decision 
method system composed by two video cameras and two 
infrared cameras. This system is used for computing three 
information fusion results, based on: a heuristic method, a fuzzy 
method and a reinforcement method, which were selected 
because having different theoretical bases. For each of video and 
infrared cameras systems, geometric characteristics are obtained 
which are used in the three types of information fusion. 

As a first result of this article, based on the results obtains 
from these three fusion methods, is proved that the soft decision 
method is better performing that the hard decision method.  

 32



Scientific and  Technical  Bulletin  Series: Electrotechnics, Electronics, Automatic 
Control and Computer Science, Vol. 5, No. 4, 2008, ISSN 1584-9198 

 33

Based on this conclusion it was taken in consideration a 
new soft decision method, by using a modified Hebb-law. This 
adaptation of an artificial neural network to a decision method 
has proved that by using a training based constants it can be 
improved the decision results. The results are explained because 
this type of method increase the influence of the better fitting 
fusion method, for various real conditions 
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ABSTRACT: 
 

Shape, colour and size represent the main parameters of 
vegetal products to assess with view to classifying them. These 
parameters may also be turned to good account by the machine 
vision techniques that proved to be applicable in several 
domains. One can especially apply these techniques in the 
inspection and analysis systems of industrial products where the 
parameters vary according to very low limits. 

Taking into account these facts one has tried to develop a 
classification system of vegetal products based on machine 
vision techniques, as well as on decisive algorithms belonging to 
the artificial intelligence: neural networks and Fuzzy algorithms. 
The phases of the classification process of vegetal products 
together with a port of the soft applications  developed as well as 
some of the results obtained are presented in details. 
  
 
KEYWORDS:  
 
machine vision, shape, colour, classification, image processing, 
neural network, fuzzy logic. 
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INTRODUCTION 
 

Over the last 30 years, there has been a higher and higher 
interest focused on the problems of recognition and identification 
of surfaces and image processing, via machine vision techniques. 
Using these new technologies in developing classification 
systems of industrial products brought about various benefits 
such as: doing away with inconsistency and the dependence on 
human/manual labour, raising accuracy and labour speed. 
Focusing on these premises, over the last 10 years, several 
studies and researches have been carried out that hint to the 
adjustment of both these techniques and the image processing 
algorithms to the particularities of vegetal products 
classification.  

Thus, Meyers (1988) presented in a paper the advantages 
and disadvantages of using human operators in the inspection 
and classification process of vegetal products, while Deck (1999) 
pointed out to the disadvantages of using a semi-automatic 
sorting. The importance of using non-destructive techniques in 
the process of classifying vegetal products, based on video 
inspection has been also stated by Baoping (1999), while Laykin 
(2002) presents a classification system of tomatoes according to 
the shape and colour. On a classification device for apples 
Sudhakara (2002) be presents and validates a series of 
identification algorithms of colour and shape, by mixing up 
image pre-processing techniques with the algorithms belonging 
to the artificial intelligence neural networks. The colour, shape, 
size and surface defect of fruit are important features in 
classification. For all these reasons a series of algorithms has 
been developed which, on the basis of shape and colour 
descriptors, are supposed to establish the degree of health, size 
and colour of the vegetal products by using neural networks and 
Fuzzy algorithms as using neural networks and Fuzzy algorithms 
as part of the decisive algorithms. 
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THE EXPERIMENTAL DEVICE THE 
„MACHINE VISION” SYSTEM 
 

The device of video-inspection has been carried-out around 
transporters with a belt activated by an electric engine, which 
ensures the moving of the product in face of the video-inspection 
system, made of two video cameras with manual focusing. 

 
Figure 1. Conveyor and device of  video-inspection 

 
The cameras are disposed in the same frame, realizing an 

angle of 600, towards the analyzed object. These allow the 
acquisition of 4 coloured RGB pictures of 512*512 pixels, which 
they transmit in a real time, to the analyzing mechanism 
represented by a PC of Pentium IV/3200 MHZ type.[2][3] The 
illumination system represents an essential component part of a 
„machine vision” classification system.  
 
 
TRAINING THE DECISIVE ALGORITHMS AND 
ESTABLISHING THE VARIATION FIELDS FOR 
EACH TYPE OF PRODUCTS 
 

 38

 The applications based on the visual inspection of 
products and mostly of vegetal products require a high degree of 
interactivity with the user. This interactivity mainly prevails 
during the training and identification phase of the variation fields 
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for size and dimension, corresponding to each type and caliber. 
Taking into consideration all these premises, an application 
called. Fields Analizor has been projected and then developed 
allowing to identify in real time the most important parameters 
for the classification processes. The way of functioning as well 
as the structure of the application is presented in diagram UML, 
presented in Fig.2, a diagram that was at the origin of carrying 
out the application. 

 
Figure 2.  Diagram UML according to the colour of activities for the process 
of training and identification of the variation fields of colours and dimensions 
 

In Figure 3, the interface of the application Fields 
Analizor is presented in the sections “Colour” and “Dimensions” 
the values of parameters corresponding to the products under 
analysis are this time presented while in the sections “Shape 
descriptors” the values of the vectors while are to be used in the 
neural algorithm of setting the products integrity in the training 
phase, are extracted.  
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Figure 3.  The interface of the application Fields Analizor used during the 
training and identification phase of the variation fields for each class of 

products. 
 

Since the shape of product, that is its integrity, is difficult 
to asses from the 16 shape descriptors displayed, the operator has 
also access to two graphic representations: the evolution of the 
“Shape descriptors” and “The Signature of the shape”.[3] 
 
 
THE PRESENTATION OF THE APPLICATION 
IMAGE ANALIZOR OF CLASSIFYING THE 
PRODUCTS 
 

Considering the features of both vegetal products and the 
requirements, the projection of the application Image Analizor 
was carried out on the basis of the diagrams UML, while the 
activity diagrams of the process out up according to their colour, 
were presented in Figure 4.  
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Figure 4. Diagram UML of the command process  

according to the colour of activities 
 

The interface of the application (Figure 5) is very simple 
and it directly leads the operators to the goals of the process the 
greatest amount of information regarding the colour, size and the 
health degree, as cared to the images belonging to the product 
under analysis. Thus, the operator has the opportunity to stop the 
functioning of the installation if he has any doubts concerning 
the correctness of the application decisions.  

 
Figure 5. The interface of the application Image Analizor 

 
The projected application is giving for analysis four 

images of the some product, two – two at about 1 second from 
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each other. The lapse of time between the two acquisitions of 
images may be set by the user according to the speed of the 
conveyor as part of the function "Button - Acquisition". The four 
images acquired are subjected to the improving operations and 
then, on the basis of the shape and colour descriptors, they are 
going to be classified according to their degree of health, colour 
and size. In order to meet the demand of accuracy for the image 
processing algorithms, the latter have been projected so as to roll 
throughout the frequency field, and only during the last, decision 
– taking phase, are they supposed to operate in the special field. 
 
 
RESULTS AND DISCUSSION 
 

For the training phase, 3 sets of tomatoes have been used. 
Thus, the first set was composed of 30 tomatoes and it was used 
to establish the dimensional limits. The affiliation of the 
tomatoes to the three classes: big, medium and small was 
materialized by a human operator, ten tomatoes for each of them. 
The second set was composed of 30 tomatoes as well, ten for 
each class: ripe (red) medium ripe (pink), unripe (green), while 
the third set – 15 products, ten of them healthy and the other five 
having various faults.  In order to test the algorithms and the 
applications projected and carried out, 15 tomatoes of different 
colours and health degrees have been used, but they belonged to 
the same type of tomatoes used during the training phase. The 
results obtained after the test were 100% concerning the 
accuracy of assessing the colour, 100% concerning the accuracy 
of assessing the size and 90% when assessing the health degree. 
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CONCLUSIONS AND FUTURE WORK 
 

After the test the following conclusions have been 
formulated: 
The algorithms projected for the identification of the ripeness 
degree, the size and the health degree, based on the analysis of 
the rays signature and the average of the hue, are very efficiently 
used as combined to the Fuzzy logic and the neural networks. 
Taking into account the numberless amount of forms that the 
vegetal products can have, the utilization of the classificatory of 
neuronal type can be considered an important alternative (in 
comparison with the rest of the techniques of classification). 
In the training process of the decision algorithms, based on 
neural networks, the set of products chosen for training plays a 
very important part. Thus, chosing an inappropriate set may lead 
to serios errors in the process of classification. 
The fuzzy algorithm, despite of its simplicity, turned out 
extremely well and was very fast and easily implemented. It is 
expected to function as well when increasing the number of 
classes. 
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ABSTRACT:  
 
A point of view pv may bedefined as a couple pv =(D,) where D 
is a set whose elements are called determinants and is a 
mapping from D into[0,1]. The mathematical results in the 
theory of fuzzy sets permit us to have many constructions of 
different points of view. We can also compare two points of view 
by introducing the notion of imbrication and dissimilarity.  
 
KEYWORDS:  
 
point of view, determinant, taking into consideration, degree, 
fuzzy set.  
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1. INTRODUCTION  
 
The purpose of this paper is to introduce the possibility to give a 
mathematical formalization of point of view. It permits us first to 
combine different points of view by mathematical operators and 
then to ratify the result of mathematical operation by comparison 
with our intuitions or experiences.  
As our investigation object is imprecise or fuzzy, we choose the 
fuzzy set as domain of mathematical formalization. In effect, the 
theory of fuzzy set is actually developed and may be used in 
different domains, so that it seems useful to us to exploit the 
possibility of this theory in order to manipulate and control the 
points of view and their different combination beyond our 
intuition.  
Thus mathematical formalization of point of view founded on 
the theory of fuzzy set shows that it is possible to manipulate the 
fuzzy sets and to applicate them to humain thoughts.  
This paper is organized as follows. After a brief recalling of the 
fuzzy set theory in the section 2, we introduce in the section 3 
the notion of point of view. The section 4 is devoted to different 
operations on the points of view. Then we describe, in the 
section 5, the mathematical formalization of the similarities of 
point of view. Finally we conclude our paper in the section 6.  
 
2 FUZZY SET  
 
The previous consideration permits us to explain the reason of 
using the theory of fuzzy set. Let X an universal set.  
 
Definition 2.1 A fuzzy set of support A ⊂ X is the data of the 
couple (A,α ) where α  is a mapping from A to [0,1]. α is called 
membership function. For x ∈ A, α(x) represents the degree of 
membership of x to A.  
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Remark 2.1 The degree of membership of an element x doesn’t 
belong only to the pair {0,1} like in a classical theory of set but 
it belongs to [0,1]  
 
• If α (x)=0, x doesn’t belong at all to A.  
 
• If α (x)=1, x belongs completely to A.  
 
• If 0 <α (x)< 1 the membership of x to A is more or less complete.  
 
Remark 2.2 The mathematical result given by the theory of fuzzy 
set permits to have many constructions and combination of 
different points of viev from the set operators: union, 
intersection, inclusion, which may be confronted with what we 
think or feel.  
 
 
3 POINT OF VIEW  
 
We begin by giving a definition of point of view with some 
simple hypothesis.  
 
Definition 3.1 A point of view pv is determined by a couple pv 
=(D, α) where D is a set whose the elements are called 
determinants and α is a mapping from D into [0,1].  
If d∈D, α (d) represents the taking into consideration for the d 
by the point of view pv.  
We assume that the following hypothesis are satisfied:  
 
• H1: A point of view is specified by a set of determinants that it 
take into consideration.  
 
• H2: Those determinants are of different natures: criterion, 
indicator, rule, constraint, aspect,... That can put in relation to a 
measure or some evaluation..  
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• H3: Those determinants are taken into consideration by point 
of view with varied degree.  
 
We denote by D = {di,i ∈ I} the set of determinants of point of 
view in one given context, that we don’t give some precision in 
this step. Therefore D is a set in the classical sense.  
Twopoints of view pv1 = (D1, α1) and pv2 = (D2, α2) may 
bedistinguished oneself of two manners:  
 
• The first distinction replace on the set difference between D1 
and D2.  
 
• The second distinction replace on the related importance of 
taking consideration of one determinant by the point of view pv1 
and pv2.  
 
Example 3.1 Let pv1 = (D1, α1) and pv2 = (D2, α2) with D1 = D2 
= D = lowground, forest, grassland, fallowfield 
Suppose that one does a survey about the importance of these 
determinants. Let α1 the result of rural survey and α2 the result 
of urban survey: Let be d1 = lowground, d2 = forest, 
d3=grassland, d4 = fallowfield. 
 
α1(d1) = 0.7; α1(d2) = 0.4; α1(d3) = 0.5; α1(d4) = 0.4;  
 
α2(d1) = 0.5; α2(d2) = 0.8; α2(d3) = 0.4; α2(d4) = 0.3;  
 
In this example, we have α1(d1) ≥ α2(d1); that means that 
determinant d1 is more taken into consideration by pv1 than pv2, 
or d1 is more important for rural people than for town-dweller.  
 
Notation: 

 d1 d2 d3 d4

α1 0.7 0.4 0.5 0.1 
α2 0.5 0.8 0.4 0.3 
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4. OPERATION OF POINTS OF VIEW  
 
Let pv1 = (D1, α1) and pv2 = (D2, α2), two points of view, the 
operations between these two points of view concern both Di and 
αi.  
 
4.1 Inclusion  
 
The inclusion of two points of view pv1 = (D1, α1) and pv2 = (D2, 
α2) is denoted by pv1 ⊂ pv2, if D1 ⊂ D2 and for all d1 ∈ D1, 
α1(d1) ≤ α2(d2)  
 
4.2 Intersection and T-norm  
 
4.2.1 Intersection  
 
The Intersection of two points of view pv1 = (D1, α1) and  
pv2 = (D2, α2) is denoted by pv1 ∧ pv2 = (D1 ∩ D2, α1 ∧ α2), 
where α1 ∧ α2 is the infinimum of α1 and α2, (ie) for all 
determinant d in D1 ∩ D2 , α1 ∧ α2(d)= inf(α1(d), α2(d)).  
 
4.2.2 T-norm  
 
The taking into consideration of determinants at once by pv1 and 
pv2 which gives us the point of view pv1 ∩ pv2 can be proceeded 
by different manners beyond using the infinimum. TheT-norms 
are tools that combine pv1 and pv2 otherwise in order to have an 
other type of intersection that we denote always by pv1 ∧ pv2  
 
Here are some examples, that are more used in the theory of 
fuzzy set to express the intersection of α1 and α2 that we denote 
always by pv1 ∧ pv2

 



Scientific and  Technical  Bulletin  Series: Electrotechnics, Electronics, Automatic 
Control and Computer Science, Vol. 5, No. 4, 2008, ISSN 1584-9198 

• min operator: min(1(d),2 (d))  
 
• algebraic product α1⋅α2(d)= α1(d)⋅ α2(d)  
 
• limited product min(1,( α1 (d) + α2(d)))  
 

• drastic product  
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• Hamasher product: 
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These T-norm considered have no parameters by they could have 
one.  
 
4.3 Union and T-co-norm  
 
4.3.1 Union  
 
The union of two points of view pv1 = (D1, α1) and pv2 = (D2, α2) 
is denoted by pv1 ∨ pv2 = (D1 ∪ D2, α1 ∨α2), where α1 ∨ α2 is 
the supremum of α1 and α2, (ie) for all determinant d in  
D1 ∪ D2, α1 ∨ α2(d) = sup(α1(d), α2(d)).  
 
4.3.2 T-co-norm  
 
The taking into consideration of determinant by pv1 and pv2 
which gives the point of view pv1 ∨ pv2 can be processed by 
different manners otherwise on using supremum.  
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The T-co-norm are tools which combine pv1 ∨ pv2 in order to 
have an other type of union. Here are some examples :  
 
• max operator: :max(α1(d), α2(d))  
 
• algebraic sum: α1(d) + α2(d)  
 
• limited sum: max(0, α1(d) + α2(d) - 1)  
 

• drastic sum: :  
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• disjunctive sum max(min(α1(d),1-α2(d)), min(1-α1(d), α2(d)))  
The operators of T-co-norm considered here have no parameters 
but they could have one.  
 
4.4 Complementarity  
 
The complementarity of pv1 is denoted by  = (Dcpv1 1,1-α1)  
 
Remark 4.1 Let pv1 = (D1, α1) a point of view.  
 
• i – pv1 ∧  φ≠cpv1
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• ii – The complementarity concept here means that if pv1 takes 
account one determinant with x percent so then  takes 
account with (1 - x) percent.  

cpv1

 
• iii - The remarks 1 and 2 induce us to say that there is a kind of 
imbrication between the point of view pv1 and his 
complementarity  which we define later in 4.5  cpv1

 
• iv – The concept of complementarity with regard to 
determinant considered or not is taken into account by the 
previous definition with the following manner:  
 
One determinant, which is not taken into account, has a degree 
of taking into account equal to zero. For example, if one 
determinant d1is not taken into consideration by one point of 
view pv2, his degree of taking into account is zero; in other hand, 
if one determinant d2 is not taken into account by the point of 
view pv1, then it has a degree of taking into account zero, but if it 
is taken into consideration with a degree upper by pv2, then the 
point of view pv1 and pv2 are complementary with regard to 
determinants d1,d2.  
 
4.5 Cuts  
 
The concept of cuts for a point of view pv =(D, α) permits to 
show the set of determinants d in D which are taken into account 
by pv beyond a certain choosen degree. Let be r ∈ [0,1]. We 
denote that r-cuts of point of view pv the point of view  
pvr = (Dr, α) such that Dr = {d, d ∈ D/(d) ≥ r}, Dr is a set 
included in D. A r-strict cuts is r defined by pvr = (Dr, α) such 
that Dr = {d,d ∈ D/α (d)>r},  
 
Property 4.1 Let be r ∈ [0,1]  
i – (pv1∩pv2)r =(pv1)r ∩ pv2)r  
ii – (pv1∪pv1)r =(pv1)r ∪ (pv2)r .  
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iii – (pvc)r =  ≠ pvc
rpv −1 r if r ≠ ½ and r ≠ 1. 

 
4.6 Size of points of view  
 
The size of point of view pv is defined by |pv|= ∑ ∈Dd

d ))((α  
 

If D is finite the relative size of point of view is 
CardD

pv
pv =  

 
If the set of determinant is continuous that we denote by X, the 
relative size is defined by |pv|= ∫D α (x)dx.  
 
4.7 Imbrication between two points of view  
 
In this, section, we can say about the imbrication between two 
points of view . In fact, in the classical theory of sets, we have 
one of two relations inclusion A ⊂ B or B ⊂ A.  
The two relations are mutually exclusive. But in the theory of 
fuzzy set if A ⊂ B, B can be embedded partially in A. The 
imbrication of B in A is graduate. If A is in B then the degree of 
imbrication of A in B is equal to 1. If A∩B = Ø; the degree of 
imbrication is equal to zero.  
 
Thus, we denote that the degree of imbrication of pv1 in pv2 by:  
 

I(pv1, pv2) = 
pv

pvpv 21 ∩  

 
 
Definition 4.1 Let pv = (D, α), we call the support of pv the 
subset supp(pv) = {d∈D/α (d)≠0} 
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4.8 Entropy of point of view  
 
Let us remark that: supp(pv) ∪ supp(pv)c ≠ D and  
supp(pv) ∩ supp(pv)c Ø;. This shows the fact that there is an 
overlap between pv and pvc or in other word, there is a certain 
disorderin pv. The measure of this disorder is expressed by the 
entropy concept and for all pv that we denote by:  
 

E(pv) = c

c

pvpv

pvpv

∪
∩

 

 
 
4.9 Distance between two points of view  
 
Here, we consider two points of view which have the same set of 
determinants D, even if some determinants are not taken into 
consideration by one or other point of view . Let pv1 = (D, α1) 
and pv2 = (D, α2), the distance between two points of view is a 
tool which permits to evaluate the difference between them. It 
exists many types of distance but here, we are interested by the 
Hamming distance and Euclidean distance.  
In the finite case, we define:  
 
• Hamming distance : we define the Hamming distance between 
pv1 = (D, α1) and pv2 = (D, α2) by:  
d(pv1, pv2) = ∑

∈Dd
|α1(d) - α2(d)|  

 
• Euclidean distance: The euclidean distance between  
pv1 = (D, α1) and pv2 =(D, α2) is defined by:  
 
d(pv1, pv2) = ∑ ∈

−
Dd

dd 2
21 ))( αα  
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5. DISSIMILARITY AND SIMILARITY  
 
Let D a set of determinants, let us denote by PV the set of points 
of view pvi = (D, αi), i ∈ I. In order to compare the points of 
view which have the same set of determinants, we introduce the 
notion of dissimilarity between two points of view  
 
Definition 5.1 A mapping ds : PV × PV → [0,1] is a dissimilarity 
if and only if:  
 
• For all pv ∈ PV, ds(pv, pv)=0  
 
• For all couple (pv1,pv2) ∈ PV ×PV, ds(pv1, pv2) = ds(pv2, pv1) 
 
Such mapping permits to measure the degree of dissimilarity 
between two points of view .  
In dual manner,we can measure the degree of similarity between 
two points of view by a mapping: s : PV × PV → [0,1] which 
satisfies the following conditions:  
 
• For all couple (pv1, pv2) ∈ PV × PV, s(pv1, pv2) = s(pv2, pv1)  
 
• For all pv1, pv2, pv3 ∈ PV, s(pv1, pv2) ≤ s(pv3, pv3) = 1  
 
Thus, we can associate to all dissimilarity ds a similarity s 
defined by: s =1- ds  
 
Example 5.1 Let us consider  
 

ds(pv2, pv1) = 
∑
∑

∈

∈
−

Dd

Dd

dd
dd

))(),(max(
)()(

21

21

αα
αα

⇒ s(pv2, pv1) =  
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= 1- 
∑
∑

∈

∈
−

Dd

Dd

dd
dd
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21

21

αα
αα

 

  
We can verify easily that ds is a dissimilarity and s is a 
similarity.  
Let us consider the previous example in 3.1.  
 

 d1 d2 d3 d4

α1 0.7 0.4 0.5 0.1 
α2 0.5 0.8 0.4 0.3 

 
We can calculate the dissimilarity between the two points of 
view, we get pv1 and pv2.  
 
ds(pv2, pv1) = 0.39 ⇒ s(pv2, pv1) = 0.61.  
 
Therefore we can conclude that the point of view of the town-
dweller and the rural people, about the different varieties of earth 
are not similar for s(pv2, pv1) is strictly inferior to 1.  
 
 
CONCLUSION  
 
The present work permits us to enlarge into an interval  
[0,r] ⊂ [0,1] the values of taking into account criterions by a 
point of view instead of r ∈ [0,1]. That amounts to replacing the 
value point r of [0,1] by an interval, i.e by a set of infinite 
cardinal but measurable [0, r], included in [0,1]. Thus, it consists 
to hang up the points of view to the theory of fuzzy sets which 
permits to graduate the equality in addition to the graduation of 
membership.  
In the next time, we project to link up the points of view with the 
category theory, in particular with the ”topos theory”, via the 
theory of fuzzy sets. The points of view will be manipulated by 
the procedure of category construction, under existence 
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conditon. This second step tries to answer to our preoccupation 
for connecting the point of view and the transcendence to the 
process of human rational understanding in order that thepoint of 
view and the transcendence would notbedifficultfor the reason to 
understand them.  
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