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Abstract

In this paper, we will present some local fixed point theorems for graphic contractions on a generalized metric space in the sense of Perov.
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1. Introduction

The classical Banach contraction principle was extended for single-valued contraction on spaces endowed with vector-valued metrics by Perov (Perov, 1964). Other fixed point results, given in the framework of a set endowed with a complete vector-valued metric, are given in (Agarwal, 1983), (Filip & Petruşel, 2009), (O’Regan et al., 2007), (Petrusel et al., 2015), (Precup, 2009), ...

On the other hand, the concept of graphic contraction is more general than that of contraction mapping, since the contraction condition is assumed to be satisfied only for pairs $(x,y) \in \text{Graph}(f) := \{(x,f(x)) : x \in X\}$. In this case, existence of the fixed point can be established under some additional continuity assumption on $f$. In this sense, several fixed point results for graphic contractions were proved in (Rus, 1972) (see also (Rus et al., 2008), page 29), (Subrahmaniam, 1974) and (Hicks & Rhoades, 1979).

An existence and uniqueness result for graphic contractions in complete metric spaces was recently proved in (Chaoha & Sudprakhon, 2017).

For a synthesis and new results concerning fixed point theory for graphic contractions in complete metric spaces see (Petrusel & Rus, 2018).
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Theorem 2.1. Let $A \in M_{mn}(\mathbb{R}_+)$, where $I$ is the identity $m \times m$ matrix and $B$ is a nonempty set. A mapping $d : X \times X \rightarrow \mathbb{R}^m$ is called a vector-valued metric on $X$ if the following properties are satisfied:

(a) $d(x, y) \geq O$ for all $x, y \in X$; if $d(x, y) = O$, then $x = y$; (where $O := (0, 0, \cdots, 0)$)

(b) $d(x, y) = d(y, x)$ for all $x, y \in X$;

(c) $d(x, y) \leq d(x, z) + d(z, y)$ for all $x, y \in X$.

A nonempty set $X$ endowed with a vector-valued metric $d$ is called a generalized metric space in the sense of Perov (or a vector-valued metric space) and it will be denoted by $(X, d)$. In this context, if $x_0 \in X$ and $r \in \mathbb{R}^m$ with $r_i > 0$ for every $i \in \{1, 2, \cdots, m\}$, then we denote

$$B(x_0, r) := \{x \in X : d(x_0, x) < r\}, \quad \bar{B}(x_0, r) := \{x \in X : d(x_0, x) \leq r\}.$$ 

The notions of convergent sequence, Cauchy sequence, completeness, open, closed, bounded and compact subset are similar to those for usual metric spaces. Notice also that in Precup (Precup, 2009) are pointed out the advantages of working with vector-valued metrics with respect to the usual scalar ones.

Definition 2.1. ((Varga, 2000)) A square matrix of real numbers is said to be convergent to zero if and only if its spectral radius $\rho(A)$ is strictly less than 1. In other words, this means that all the eigenvalues of $A$ are in the open unit disc, i.e., $|\lambda| < 1$, for every $\lambda \in \mathbb{C}$ with $\det(A - \lambda I) = 0$, where $I$ denotes the unit matrix of $M_{m,m}(\mathbb{R})$.

A classical result in matrix analysis is the following theorem (see (Varga, 2000)).

Theorem 2.1. Let $A \in M_{mn}(\mathbb{R}_+)$. The following assertions are equivalent:

(i) $A$ is convergent to zero;

(ii) $A^n \rightarrow O_m$ as $n \rightarrow \infty$;

(iii) The matrix $(I_m - A)$ is nonsingular and

$$\quad (I_m - A)^{-1} = I_m + A + \cdots + A^n + \cdots \quad \text{ (2.1)}$$

(iv) The matrix $(I_m - A)$ is nonsingular and $(I_m - A)^{-1}$ has nonnegative elements.
We recall now some contraction conditions in vector-valued metric spaces.

**Definition 2.2.** Let \((X, d)\) be a generalized metric space in the sense of Perov and \(f : X \to X\) be an operator. Then, \(f\) is called:

(i) an \(A\)-contraction if \(A \in M_{mm}(\mathbb{R}_+)\) converges to zero and
\[
d(f(x), f(y)) \leq Ad(x, y), \quad \text{for every } x, y \in X.
\]

(ii) a graphic \(A\)-contraction if \(A \in M_{mm}(\mathbb{R}_+)\) converges to zero and
\[
d(f(x), f^2(x)) \leq Ad(x, f(x)), \quad \text{for every } x \in X.
\]

Notice that any \(A\)-contraction is a graphic \(A\)-contraction, but not reversely.

The following local fixed point theorem in generalized metric space in the sense of Perov is an extension of a result proved by R. Agarwal in (Agarwal, 1983).

**Theorem 2.2.** Let \((X, d)\) be a complete generalized metric in the sense of Perov. Let \(x_0 \in X\), \(r = (r_1, \cdots, r_m) \in \mathbb{R}^m\) with \(r_i > 0\) for every \(i \in \{1, 2, \cdots, m\}\) and let \(f : \bar{B}(x_0, r) \to X\) be an operator which has closed graph with respect to \(d\). We suppose:

(i) \(f\) is a graphic \(A\)-contraction on \(\bar{B}(x_0, r)\);

(ii) \((I_m - A)^{-1}d(x_0, f(x_0)) \leq r.\)

Then:

(a) \(\text{Fix}(f) \neq \emptyset;\)

(b) \(f^n(x_0) \in \bar{B}(x_0, R)\) for each \(n \in \mathbb{N}\) (where \(R := (I_m - A)^{-1}d(x_0, f(x_0))\)) and the sequence of successive approximations \((f^n(x_0))_{n \in \mathbb{N}}\) converges to a fixed point of \(f;\)

(c) if \(x^* := \lim_{n \to \infty} f^n(x_0)\), then the following apriori estimation holds
\[
d(f^n(x_0), x^*) \leq A^n(I_m - A)^{-1}d(x_0, f(x_0)), \quad \text{for each } n \in \mathbb{N}.
\]

**Proof.** We can prove, by mathematical induction, that
\[
d(x_0, f^n(x_0)) \leq (I_m + A + \cdots + A^{n-1})d(x_0, f(x_0)), \quad \text{for each } n \in \mathbb{N}, n \geq 2. \tag{2.2}
\]

Indeed, we have
\[
d(x_0, f^2(x_0)) \leq d(x_0, f(x_0)) + d(f(x_0), f^2(x_0)) \leq d(x_0, f(x_0)) + Ad(x_0, f(x_0)) = (I + A)d(x_0, f(x_0)).
\]

Next, for the general case of \((2.2)\), we have
\[
d(x_0, f^n(x_0)) \leq d(x_0, f^{n-1}(x_0)) + d(f^{n-1}(x_0), f^n(x_0)) \leq (I_m + A + \cdots + A^{n-2})d(x_0, f(x_0)) + A^{n-1}d(x_0, f(x_0)) = (I_m + A + \cdots + A^{n-1})d(x_0, f(x_0)).
\]

Thus, by \((2.2)\), we obtain that
\[
d(x_0, f^n(x_0)) \leq (I_m - A)^{-1}d(x_0, f(x_0)) := R, \quad \text{for each } n \in \mathbb{N}, n \geq 2. \tag{2.3}
\]
Hence, $f^n(x_0) \in \tilde{B}(x_0, R)$ for each $n \in \mathbb{N}$. Then, by the graphic contraction condition, we obtain that $d(f^n(x_0), f^{n+1}(x_0)) \leq A^n d(x_0, f(x_0))$, for each $n \in \mathbb{N}$. Using this relation, we immediately obtain, for every $n \in \mathbb{N}$ and $p \in \mathbb{N}^+$, that

$$d(f^n(x_0), f^{n+p}(x_0)) \leq A^n (I_m + A + \cdots + A^{p-1})d(x_0, f(x_0)) \leq A^n (I_m - A)^{-1} d(x_0, f(x_0)). \quad (2.4)$$

The relation (2.4) shows that the sequence $(f^n(x_0))_{n \in \mathbb{N}}$ is Cauchy and, by the completeness of the space, there exists $x^* \in \tilde{B}(x_0, R)$ such that $x^* := \lim_{n \to \infty} f^n(x_0)$. The conclusions follow now by the closed graph condition of the operator $f$. The apriori evaluation follows by (2.4) letting $p \to \infty$. \hfill \Box

**Remark.** In particular, if $f$ is an $A$-contraction, we get Theorem 2.1 in (Agarwal, 1983).

A more general result can be proved using the framework of a complete metric space endowed with a partial order relation. Our next theorem result extends the main result given in (Ran & Reurings, 2004).

**Theorem 2.3.** Let $X$ be a nonempty set endowed with a partial order relation "$\preceq$" and let $d : X \times X \to \mathbb{R}^+_m$ be a complete generalized metric in the sense of Perov on $X$. Let $x_0 \in X$, $r = (r_1, \cdots, r_m) \in \mathbb{R}^m$ with $r_i > 0$ for every $i \in \{1, 2, \cdots, m\}$ and $f : \tilde{B}(x_0, r) \to X$ be an operator which has closed graph condition to $d$ and is increasing with respect to "$\preceq$". We suppose:

(i) there exists $A \in M_{mm}(\mathbb{R}_+)$ convergent to zero such that

$$d(f(x), f^2(x)) \leq Ad(x, f(x)), \text{ for every } x \in X \text{ with } x \preceq x_0;$$

(ii) $f(x_0) \preceq x_0$;

(iii) $(I_m - A)^{-1} d(x_0, f(x_0)) \leq r$.

Then Fix$(f) \neq \emptyset$ and the sequence of successive approximations $(f^n(x_0))_{n \in \mathbb{N}}$ converges to a fixed point of $f$. Moreover, if $x^* := \lim_{n \to \infty} f^n(x_0)$, then the following apriori estimation holds

$$d(f^n(x_0), x^*) \leq A^n (I_m - A)^{-1} d(x_0, f(x_0)), \text{ for each } n \in \mathbb{N}.$$

**Proof.** By (ii) and the monotonicity assumption on $f$ we get that

$$x_0 \preceq f(x_0) \preceq f^2(x_0) \preceq \cdots \preceq f^n(x_0) \preceq \cdots$$

Next, as before, we can prove that

$$d(x_0, f^n(x_0)) \leq (I + A + \cdots + A^{n-1})d(x_0, f(x_0)), \text{ for each } n \in \mathbb{N}, n \geq 2. \quad (2.5)$$

Thus, by (2.5), we obtain that

$$d(x_0, f^n(x_0)) \leq (I_m - A)^{-1} d(x_0, f(x_0)) := R, \text{ for each } n \in \mathbb{N}, n \geq 2. \quad (2.6)$$

Hence, $f^n(x_0) \in \tilde{B}(x_0, R)$ for each $n \in \mathbb{N}$. Then, by the graphic contraction condition, we obtain that $d(f^n(x_0), f^{n+1}(x_0)) \leq A^n d(x_0, f(x_0))$, for each $n \in \mathbb{N}$. Using this relation, we immediately obtain, for every $n \in \mathbb{N}$ and $p \in \mathbb{N}^+$, that

$$d(f^n(x_0), f^{n+p}(x_0)) \leq A^n (I_m + A + \cdots + A^{p-1})d(x_0, f(x_0)) \leq A^n (I_m - A)^{-1} d(x_0, f(x_0)). \quad (2.7)$$
The relation (2.7) shows that the sequence \((f^n(x_0))_{n \in \mathbb{N}}\) is Cauchy and, thus, it converges to an element \(x^* \in \tilde{B}(x_0, R)\). We notice that \(x^* \in \text{Fix}(f)\), by the closed graph condition of the operator \(f\). The a priori evaluation follows again letting \(p \to \infty\) in (2.7).

**Remark.** It is an open question to obtain the convergence (to a fixed point) of the sequence of successive approximations \((f^n(x))_{n \in \mathbb{N}}\) for each \(x \in \tilde{B}(x_0; R)\). Another open question to extend the above results to the multi-valued case.
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