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Abstract

Scaling CMOS transistors has been used to achieve smaller, faster, and cheaper integrated circuits. However, with CMOS transistors moving deep towards the nanometer range, the effects threshold voltage ($V_{TH}$) variations (besides other variations and noises) play on their reliabilities and that of the gates they are forming are worrying. For mitigating against this trend, sizing can be used to improve on the reliability of the CMOS gates. Simultaneously, sizing can also reduce power or maintain speed while only marginally affecting area. For evaluating the advantages sizing still holds, inverters of different sizings are compared in this paper with reliability enhanced inverters using well-known redundancy schemes like triple modular redundancy and hammock networks. Simulation results show that, at the same reliability, sizing can lead to designs outperforming those obtained by the other methods on any of the design parameters (i.e., area, power or delay). These are reinforcing previous reports showing that space redundancy applied at the device-level outperform gate-level solutions.
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1. Introduction

Over half a century the semiconductor industry has relied on CMOS scaling as the basis for its growth, implementing smaller, faster, and cheaper integrated circuits (ICs). However, with sizes approaching 10nm, industry is facing several fundamental limitations. One of these is the randomness of the number and locations of doping atoms (Asenov, 1998), (Asenov et al., 2003), which together with imprecisions in fabrication are leading to device-to-device fluctuations/variations in key parameters, including $V_{TH}$.

When adding intrinsic and extrinsic noises (on top of variations), reliability looks like one of the greatest threats to the design of future ICs (SIA, 2014). The expected higher probabilities of failures (PFs), due to higher sensitivity to noises and variations, could make future ICs
prohibitively unreliable. In this context, ITRS (SIA, 2014) predicted that CMOS scaling would become difficult when trying to go beyond 10nm as more “errors [will] arise from the difficulty of providing highly precise dimensional control needed to fabricate the devices and also from interference from the local environment.” That is why VLSI designers should consider reliability as an extra design parameter, in addition to area, power, and delay.

The well-established approach for improving reliability is to add redundancy (von Neumann, 1956), (Moore & Shannon, 1956), (Winograd & Cowan, 1963), (Wakerly, 1976). Redundancy can be either in space, time, information, or a combination of some of these. Space (hardware) redundancy can be most easily understood in relation to voting and includes: modular redundancy (von Neumann, 1956), (Wakerly, 1976), (Abraham & Siewiorek, 1974), cascaded modular redundancy (Lee et al., 2007), (Hamamatsu et al., 2010), as well as multiplexing (e.g., von Neumann multiplexing (von Neumann, 1956), enhanced von Neumann multiplexing (Roy & Beiu, 2004), (Roy & Beiu, 2005), and parallel restitution (Sadek et al., 2004)). Still, voters are not necessarily needed. In fact, besides multiplexing, others schemes which do without voting include: quadded logic (Tryon, 1960), (Jensen, 1963); interwoven logic (Pierce, 1964); radial logic (Klaschka, 1967), (Klaschka, 1969); n-safe-logic (Mine & Koga, 1967), (Das & Chuang, 1972); dotted logic (Freeman & Metze, 1972); as well as solutions at the device/transistor level. Time redundancy is trading space for time (e.g., alternating logic, re-computing with shifted operands or with swapped operands, etc.), while information redundancy is based on error detection and error correction codes.

The focus of this paper is on space redundancy. Space redundancy can be applied at the system-, module-, gate-, or device-level. Applying space redundancy at the device-level is much more efficient than applying it at higher levels (as explained in (Moore & Shannon, 1956); see also (Beiu & Ibrahim, 2011)), while the common expectation is that spatial redundancy should always degrade performances, i.e., increase area, power, and delay. In this paper we will show that redundancy applied at the device-level can improve redundancy without increasing area, and even while reducing power or delay.

Sizing has already been suggested as a way to enhance tolerance to variations (Sulieman et al., 2010), (Ibrahim et al., 2011), (Keller et al., 2011), (Ibrahim & Beiu, 2011). In fact, sizing gives the VLSI designer options for optimizing the trade-offs between reliability and area-power-delay, while, in particular, it can enhance reliability and reduce power within the same area. For getting a better understanding of the advantages sizing can bring to reliability, the performances of differently sized inverters will be weighted against those obtained by using reliability improvement schemes including triple modular redundancy (TMR) and four-transistor hammock networks (H22). The paper is organized as follows. The effect sizing plays on tolerating $V_{TH}$ variations is discussed in Section 2. A brief review of space redundancy methods is presented in Section 3. Sizing is revisited in Section 4, followed by simulation results in Section 5 and concluding remarks in Section 6.

2. How Sizing Affects Variations

VLSI designers have normally adjusted the sizing of nMOS and pMOS transistors (i.e., width $W$ and length $L$) in order to balance the driving currents when either the pMOS ($I_{pMOS}$) or the
nMOS ($I_{nMOS}$) stacks are switched ON. This requires the balancing of the ON resistances of the pMOS and nMOS stacks ($R_{pMOS}$, $R_{nMOS}$), which is achieved by adjusting (sizing) the transistors because pMOS conduction relies on holes which have slower mobility than electrons. Fig. 1 shows four different sizing options for a transistor. Although all of them have the same area $W \times L = 6a^2$, they have different ON resistances. In case of Fig. 1(a) there are 6 squares ($a^2$) connected in parallel, therefore $R_{ON} = \frac{R_{\square}}{6}$ (where $R_{\square}$ is the resistance of a square, e.g., $W = a$, $L = a$). In case of Fig. 1(d), the six squares are connected in series, hence $R_{ON} = 6R_{\square}$. Similarly, $R_{ON}$ for Fig. 1(b) and 1(c) can be estimated as $3R_{\square}/2$ and $2R_{\square}/3$.

Figure 1. Four different sizing options having the same area ($A = 6a^2$).

With CMOS scaling approaching 10nm, it becomes difficult to reproduce $V_{TH}$ over the large number of transistors in a chip. This is due to the random fluctuations of both the number of dopants and of their physical locations. $V_{TH}$ variations can be approximated (see (Asenov et al., 2003)) by a normal distribution with standard deviation:

$$
\sigma_{V_{TH}} = 3.19 \times 10^{-8} t_{ox} N_A^{0.4} (L_{eff} \times W_{eff})^{-0.5}[V] \quad \text{(2.1)}
$$

where $t_{ox}$ is the oxide thickness, $N_A$ is the channel doping, $W_{eff}$ is the effective channel width, and $L_{eff}$ is the effective channel length. In the following we will use normalized dimensions for $L$ and $W$.

Eq.(2.1) shows that increasing the transistors area (by increasing $L$ and/or $W$) will always reduce $V_{TH}$ variations. While the four sizing options in Fig. 1 are expected to exhibit similar probabilities of switching (meaning that the transistor fails to open/close, see (Beiu & Ibrahim, 2011), (Ibrahim & Beiu, 2011), (Ibrahim et al., 2012)) as they have the same area, they will lead to very different performances, as their $R_{ON}$ is between $R_{\square}/6$ and $6R_{\square}$.

For classical sizing VLSI designers set $L_{nMOS} = L_{pMOS} = \text{min}$ and $W_{nMOS} = 2 \times L_{nMOS}$ (i.e., $R_{nMOS} = R_{\square}/2$). To balance $I_{pMOS}$ and $I_{nMOS}$, $W_{pMOS}$ is then increased, such as $R_{pMOS}$ matches $R_{nMOS}$. This also increases the area of the pMOS ($A_{pMOS} = L_{pMOS} \times W_{pMOS}$), improving their reliability. Fig. 2(a) shows that a pMOS transistor is more reliable than an nMOS. As classical sizing increases the area of the pMOS transistors it makes them even more reliable than nMOS transistors.
For enhancing $PF_{\text{GATE}}$, it is essential to improve the reliability of the nMOS stack, ideally matching the reliability of the pMOS stack (similar to matching $R_{pMOS}$ to $R_{nMOS}$). For doing this $A_{nMOS}$ should be enlarged (see eq. (2.1)). Classical sizing is using $W/L > 1$ and $L = \text{min}$, so it follows that $W_{nMOS}$ has to be increased. Subsequently, this requires increasing $W_{pMOS}$ (to compensate for the slower mobility of the holes). Hence, relying on classical sizing $W_{nMOS}$ has to be increased, which leads to enlarging all transistors and degrading the gates area, delay, and power consumption.

3. Space Redundancy

Classical space redundancy schemes start from an unreliable system and use divide-and-conquer in a top-down fashion as follows. The unreliable system is divided into several sub-systems which are interconnected by a network. Each sub-system is further divided into several sub-sub-systems, which are also interconnected by a network. This continues down to the elementary transistors, and the level where redundancy will be applied has to be decided. Four levels are well-established: system, module, gate, and device. Redundancy can be applied simultaneously at more than one level even using different schemes at different levels. This implies that the optimization space is very large. Fundamentally, using space redundancy at any level translates into replicating all of the sub-systems at that level by a redundancy factor $R$. This $R$-times larger redundant system needs to be connected by a modified network. Most space redundancy methods are done at this point, while some space redundancy methods require additional blocks (e.g., voters) for connecting the original sub-systems. In the following we shall briefly review space redundancy methods by classifying them with respect to the need for voters, while also suggesting how complex is the connectivity pattern (modified network) they use.
3.1. Higher Level Methods

The most well-known high level redundancy methods are triple modular redundancy (TMR) and \( n \)-modular redundancy (NMR). TMR was proposed by von Neumann [4]. It divides a system into modules (sub-systems) and triplicates each module (Fig. 3). A voter is used to combine the outputs of the \( R = 3 \) modules operating in parallel (Lyons & Vanderkulk, 1962), (Gurzi, 1965), (Longden et al., 1966), (Wakerly, 1975), (Stroud, 1994), Morgan et al. (2007). TMR is able to mask failures that affect one module by taking the majority of three modules. The interconnectivity pattern is simple (Fig. 3(a)), while it might get slightly more complex if more voters are used in parallel (Fig. 3(b)).

![Figure 3. Triple modular redundancy: (a) one voter per stage; (b) three voters per stage.](image)

NMR is an extension of TMR to any odd number \( n \). It requires replicating all the modules \( n \) times \( (R = n) \), and also using larger voters (with \( n \) inputs), but it could tolerate \( n/2 \) module failures (Ness et al., 2007). The connectivity pattern gets more complex and the length of the wires increases as \( n \) is increased, and if more voters are being used in parallel. The early analyses have assumed that voters are very reliable. Later it was realized that even assuming that the reliability of a voter is independent of the number of inputs \( n \) is unrealistic, and could lead to wrong conclusions. This has motivated research into space redundancy methods which could do without voters.

A gate-level redundancy method without voting was also introduced by von Neumann in [4], and is known as multiplexing. Other gate-level space redundancy methods without voting are quadded (Tryon, 1960), (Jensen, 1963), interwoven (Pierce, 1964), radial (Klaschka, 1967), (Klaschka, 1969) and \( n \)-fail-safe (Mine & Koga, 1967), (Das & Chuang, 1972) logic. All of these exhibit simpler connectivity patterns than multiplexing, as being more regular and local, i.e., having shorter wires. Another gate-level method which does not require voting is dotted logic (Freeman & Metze, 1972), which is bridging the gap between gate- and device-level methods. The reason is that dotted logic took advantage of implementations which use wired AND and OR functions. This is not entirely gate-level anymore, but it is not yet device-level either.

3.2. Device-Level Methods

Device-level methods have also been introduced in a seminal article (Moore & Shannon, 1956) (relays in the original paper). The main conclusions of that work have been that:
• redundant relay (device-level) structures are able to outperform redundant gate-level schemes at significantly (orders of magnitude) smaller $R$; and that

• the modified networks (there are different ways to connect the redundant relays) have a strong influence on reliability.

All the subsequent publications inspired by the original study of Moore and Shannon (Moore & Shannon, 1956) have detailed particular applications of those ideas. They rely on series-and-parallel networks of (a few) devices. The most widespread network used is a series-parallel network of 4 devices/relays/transistors which is the simplest hammock network (Moore & Shannon, 1956). This has been named a quad configuration by many of the later papers Suran (1964), Bolchini et al. (1996), Abid & El-Razouk (2006), Anghel & Nicolaidis (2007), El-Maleh et al. (2008). Here we shall use hammock network (hence the $H$ abbreviation) as we do not want to create any confusion with respect to gate-level quadded logic (Tryon, 1960), (Jensen, 1963). A few papers have looked at simpler hammock networks (Djupdal & Haddow, 2007), or at hammock networks having more than four transistors (Anghel & Nicolaidis, 2007), (Aunet et al., 2005). It looks like this trend will be taking up due to developments on carbon nano tubes (Zarkesh-Ha & Shahi, 2010), (Zarkesh-Ha & Shahi, 2011).

4. Transistor Sizing Revisited

While sizing has been used for a very long time to balance driving currents, its use for enhancing reliability has only recently started to be explored for $W/L > 1$ (classical sizing) (Keller et al., 2011). Still, a reverse sizing ($W/L < 1$) has been proposed in (Sulieman et al., 2010) for overcoming the problems mentioned in Section 2. This sizing method keeps all $W$ minimum ($W_{nMOS} = W_{pMOS} = \text{min}$), and increases $L$. Normally, this is not used for digital circuits, but has been used in analog circuits as "better matching can be obtained without consuming additional area, simply by changing the $W/L$ aspect ratio" (Drennan & McAndrew, 2003). To make $A_{nMOS}$ larger than $A_{pMOS}$, $L_{pMOS}$ should be kept small ($L_{pMOS} = 2W_{pMOS}$), while $L_{nMOS}$ should be increased. While occupying the same area, the reverse sizing method enhances the gates reliability but diminishes its performances.

This is because increasing $L$ increases $R_{ON}$ and hence the delay, but power is reduced as $I_{ON}$ is reduced. Fig. 2(b) shows $PF_{TRS}$ for reverse sizing. Increasing the area of the nMOS transistors improves their reliability and (more importantly) allows matching the reliability of the pMOS transistors (see $PF_{nMOS}(1)$ and $PF_{pMOS}(0)$ in Fig. 2(b)).

Aiming to simultaneously optimize reliability and power-delay-area, an exhaustive sizing search was suggested in (Ibrahim et al., 2011). Instead of using $L_{\text{min}}$ (classical sizing) or $W_{\text{min}}$ (reverse sizing), different sizings are obtained by analyzing all the possible $A_{nMOS}$ and $A_{pMOS}$ combinations, lower than a maximum area $A_{\text{max}}$, and achieving a $PF_{\text{GATE}}$ lower than a target $PF_{\text{target}}$. This method is exhaustive as iterating through all the possible nMOS area combinations from $W_{nMOS} \times L_{nMOS} = 1 \times A_{\text{max}}$ to $A_{\text{max}} \times 1$. For each nMOS sizing combination, the algorithm tries to find all the corresponding pMOS sizing combinations ($W_{pMOS} \times L_{pMOS}$) such that $R_{pMOS}$ matches $R_{nMOS}$ and $A_{pMOS} \leq A_{\text{max}}$. If a pMOS sizing combination is found, Gate Reliability EDA (GREDA) (Ibrahim et al., 2012) is used to quickly and accurately estimate $PF_{\text{GATE}}$. 
If $P_{F_{\text{GATE}}} \leq P_{F_{\text{target}}}$, the method stores the identified nMOS and pMOS sizing combination in a list of candidate combinations. Finally, the method checks the list of candidate combinations. If the list is empty it means that $P_{F_{\text{GATE}}}$ cannot achieve $P_{F_{\text{target}}}$ with transistors of up to $A_{\text{max}}$. Otherwise, the design process is continued by using Spice to estimate the delay, power, and power-delay-product (PDP) for each candidate combination. The best combination that optimizes delay, power or PDP can then be selected. In all cases the reliability and the area constraints are always going to be satisfied.

5. Simulation Result

We have used 16nm PTM v2.1 incorporating high-k/metal gates and stress effects (Zhao & Cao, 2007), (PTM, 2011), as this is strongly affected by variations, and simulated at $V_{DD} = 700mV$ (nominal voltage) and $T = 27^\circ C$. The TMR-INV circuit has three INVs followed by a mirrored MIN-3 gate as voter. This MIN-3 implementation was preferred as it is considered the most reliable one (Sulieman, 2009). All the transistors for TMR-INV (Fig. 4(b)) and $H_{22}$-INV (Fig. 4(c)) were sized using classical sizing, and the mobility of the electrons was assumed to be twice the mobility of the holes.

5.1. Reliability Results

In the first set of simulations GREDA was used to calculate the reliability of INVs with transistors of different sizings as well as TMR-INV (Fig. 4(b)) and $H_{22}$-INV (Fig. 4(c)). For all these simulations the input variations were assumed to be 15%, i.e., logic "1" = 0.85$V_{DD}$ = 595mV and logic "0" = 0.15$V_{DD}$ = 105mV.

In the case of a classical INV, the simulation results show $P_{F_{\text{INV}}}(0) = 7.25E-21$ and $P_{F_{\text{INV}}}(1) = 5.33E-05$. The large difference between these values is due to $P_{F_{\text{INV}}}(1)$ being dominated by $P_{F_{nMOS}}$. For a reverse sized INV the simulation results show that increasing the area of the nMOS by increasing $L_{nMOS}$ reduces $P_{F_{\text{INV}}}(1)$ to $1.58E-07$ (i.e., 2 orders of magnitude better than $P_{F_{\text{INV}}}(1)$ for classical sizing).
For TMR-INV the simulations show \( PF_{TMR-INV}(1) = 8.51E-09 \) (4 orders of magnitude better than classical) and \( PF_{TMR-INV}(0) = 5.67E-09 \), which although 12 orders of magnitude worse than classical, is balanced with respect to \( PF_{TMR-INV}(1) \). This is due to the fact that the output of the INV gate (\( PF_{INV}(0) = 7.25E-21 \) and \( PF_{INV}(1) = 5.33E-05 \) (classical INV)) to \( PF_{TMR-INV}(0) = 2.10E-40 \) and \( PF_{TMR-INV}(1) = 5.67E-09 \) respectively.

For \( H_{22} \)-INV we have seen \( PF_{H_{22}-INV} \) being improved significantly for both logic "0" and logic "1": from \( PF_{INV}(0) = 7.25E-21 \) and \( PF_{INV}(1) = 5.33E-05 \) (classical INV) to \( PF_{H_{22}-INV}(0) = 2.10E-40 \) and \( PF_{H_{22}-INV}(1) = 5.67E-09 \) respectively.

For a fair comparison of the performances of sizing versus the other space redundancy methods considered, the \( PF_{target} \) was set to \( 1.0E-09 \) (range achieved by TMR-INV and \( H_{22} \)-INV). The maximum transistor area was limited to \( A_{max} = 10a^2 \). Table 1 shows the seven different sizing combinations (with \( W/L \) aspect ratios above and below 1) satisfying both of these requirements and also matching \( R_{nMOS} \) to \( R_{pMOS} \). All of them achieve reliabilities of the order \( 1E-10 \).

### 5.2. Performance Results

The second set of simulations has used Spice to estimate the performances of the different solutions. These are reported in Table 1, starting with the classically sized INV having an average delay of 5.54ps and an average power consumption of 0.24µW.

<table>
<thead>
<tr>
<th>( A_{nMOS} ) (( W \times L ))</th>
<th>( A_{pMOS} ) (( W \times L ))</th>
<th>Area (( A_{inv} ))</th>
<th>Worst ( PF_{INV} )</th>
<th>Delay [ps]</th>
<th>Power [µW]</th>
<th>PDP [aJ]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classical</td>
<td>2×1</td>
<td>1×4</td>
<td>6</td>
<td>5.33E-05</td>
<td>5.54</td>
<td>0.24</td>
</tr>
<tr>
<td>Reversed</td>
<td>1×4</td>
<td>1×2</td>
<td>6</td>
<td>1.58E-07</td>
<td>30.54</td>
<td>0.06</td>
</tr>
<tr>
<td>TMR</td>
<td>2×1</td>
<td>1×4</td>
<td>48</td>
<td>8.51E-09</td>
<td>20.01</td>
<td>3.55</td>
</tr>
<tr>
<td>( H_{22} )</td>
<td>2×1</td>
<td>1×4</td>
<td>24</td>
<td>5.67E-09</td>
<td>35.71</td>
<td>0.79</td>
</tr>
</tbody>
</table>

**This paper**

|                | 1×5             | 1×3             | 8               | 4.47E-10 | 55.12   | 0.06   | 3.49   |
|                | 1×6             | 1×3             | 9               | 1.89E-10 | 62.65   | 0.07   | 4.20   |
|                | 3×2             | 3×1             | 9               | 1.89E-10 | 13.34   | 0.25   | 3.39   |
|                | 1×7             | 1×3             | 10              | 1.89E-10 | 70.71   | 0.07   | 5.01   |
|                | 5×1             | 9×1             | 14              | 4.47E-10 | 5.45    | 0.64   | 3.49   |
|                | 5×1             | 10×1            | 15              | 4.47E-10 | 5.62    | 0.69   | 3.89   |
|                | 1×5             | 2×5             | 15              | 4.47E-10 | 153.04  | 0.15   | 22.57  |

Table 1 clearly shows that adding more gates (TMR-INV) or adding more transistors (\( H_{22} \)-INV), while improving the reliability over the classical INV by 4 orders of magnitude (from \( 1E-5 \) to \( 1E-9 \)), significantly degrades both power and delay: TMR-INV increases the average delay by 3.6×, while the average power and PDP are increased by 14.8× and 53× respectively; \( H_{22} \)-INV is about 6.5× slower while consuming about 3.3× more power and having a 21× higher PDP.

The reverse sized INV improves redundancy by 2 orders of magnitude while also reducing power by 4×, but degrades delay and PDP by 5.5× and 1.3× respectively. Among other possible sizings, \( [3 \times 2, 3 \times 1] \) improves \( PF_{INV} \) by more than 5 orders of magnitude (over the classical \( [2 \times 1, 4 \times 1] \) sizing) at about the same power, while increasing delay and PDP by only 2.4×. For high-performance applications, one should select \( [5 \times 1, 9 \times 1] \) which improves reliability by 5 orders of magnitude while being as fast as a classical INV (in fact it is a shy 2% faster), and...
consumes about $2.7 \times$ more power. Alternatively, $[1 \times 5, 1 \times 3]$ could be selected for low-power applications, with reliability being improved by 5 orders of magnitude, and power being reduced $4 \times$, while delay is increased $10 \times$.

6. Conclusions

This paper has compared the performances of different sized inverters with classical and reverse sized inverters, as well as with two redundancy methods at the gate-level (TMR) and device-level ($H_{22}$) (Mukherjee & Dhar, 2015) (Sheikh et al., 2016), (Robinett et al., 2007), (El-Maleh et al., 2009). The main conclusions are:

- Sizing can outperform both TMR and $H_{22}$ methods with respect to reliability.
- Improving the reliability of a CMOS gate can be achieved without increasing area.
- Improving the reliability of a CMOS gate should not necessarily lead to penalties in power or delay, or even on the contrary, i.e., there are reliability enhanced solutions which can achieve either lower power or shorter delays but not both.

Sizing can be used to improve tolerance to variations, and it is possible to design CMOS gates trading reliability versus area-power-delay. The disadvantages are represented by very large libraries of gates and a much more complex design.

Future work will analyze re-sized solutions for other CMOS gates (e.g., NAND, NOR, XOR, etc.), of different fan-ins (see (Gemmeke & Ashouei, 2012), (Gemmeke et al., 2013)). These should be compared not only with classical sized gates, TMR, and $H_{22}$, but also with quadded, interwoven, radial, n-safe, and dotted logic solutions, and evaluated jointly with advanced CMOS (Berge & Aunet, 2009) (Liu & Moroz, 2007), (Maly, 2007), (Geppert, 2002), and even beyond-CMOS technologies (Courtland, 2016), (Desai et al., 2016).
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